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Abstract
The coronaviruses are a deadly family of epidemic viruses that can spread from one individual to another very quickly, infecting 
masses. The literature on epidemics indicates that the early diagnosis of a coronavirus infection can lead to a reduction in mortal-
ity rates. To prevent coronavirus disease 2019 (COVID-19) from spreading, the regular identification and monitoring of infected 
patients are needed. In this regard, wireless body area networks (WBANs) can be used in conjunction with machine learning 
and the Internet of Things (IoT) to identify and monitor the human body for health-related information, which in turn can aid 
in the early diagnosis of diseases. This paper proposes a novel coronavirus-body area network (CoV-BAN) model based on IoT 
technology as a real-time health monitoring system for the detection of the early stages of coronavirus infection using a number 
of wearable biosensors to examine the health status of the patient. The proposed CoV-BAN model is tested with five machine 
learning-based classification methods, including random forest, logistic regression, Naive Bayes, support vector machine and 
multi-layer perceptron classifiers, to optimize the accuracy of the diagnosis of COVID-19. For the long-term sustainability of 
the sensor devices, the development of energy-efficient WBAN is critical. To address this issue, a long-range (LoRa)-based IoT 
program is used to receive biosensor signals from the patient and transmit them to the cloud directly for monitoring. The experi-
mental results indicate that the proposed model using the random forest classifier outperforms models using the other classifiers, 
with an average accuracy of 88.6\%. In addition, power consumption is reduced when LoRa technology is used as a relay node.
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1  Introduction

As humanity aspires and marches towards a better life, several 
concerns pose serious challenges. Human health is one such 
concern and undoubtedly poses the most difficult challenge of 
all. Although medical science and technology have made great 
progress, resulting in remarkable improvements to health care 
systems worldwide, health disorders appear far more preva-
lent than ever. Cardiovascular and respiratory diseases affect 
large portions of the population. In addition, the incidence 
of diabetes, hyperthyroidism, cancer, etc. is growing rapidly, 
much to the concern of everyone in the health care indus-
try. These diseases are still manageable since they have been 

around for many years. However, pandemics hit human health 
and the health care system worst because they are infectious, 
and the development of a cure/vaccines is a time-consuming 
process that results in high costs in terms of both resources 
and human lives. According to a 2016 survey from the World 
Health Organization (WHO), “various coronaviruses” [1] 
have been found in the past decade, e.g. SARS-CoV, which 
had an outbreak from 2002 to 2003 [2], HCoV-HKU1 and 
HCoV-NL63, isolated in 2004 [3], and MERS-CoV, isolated 
in 2012 [4]. Figure 1 represents contagious disease in terms of 
death percentage from https​://www.who.int/. In this scenario, 
a technology that can detect early symptoms of a disease is 
most desired as it can ensure the safety of the susceptible 
persons.

1.1 � Coronavirus Disease (COVID)

Whenever we think of mass deaths, either natural calami-
ties or lethal weapons come to mind. However, another 
deadly and far more dangerous enemy because of its size 

 *	 Naveen Bilandi 
	 naveenb.cs.14@nitj.ac.in

1	 Department of Computer Science and Engineering, National 
Institute of Technology, Jalandhar, India

2	 Department of Computer Science and Engineering, DAV 
University, Jalandhar, India

https://www.who.int/
http://crossmark.crossref.org/dialog/?doi=10.1007/s13369-021-05411-2&domain=pdf


8204	 Arabian Journal for Science and Engineering (2021) 46:8203–8222

1 3

and enigmatic nature is viruses. In recent months, the world 
has seen how a minuscule organism called Coronavirus 
can push the entire human race to the verge of extinction. 
Coronavirus is a lethal contagious virus that travels very 
fast. [1]. The infected person has symptoms of the common 
cold, cough, fever, nausea, body pain, difficulty breathing, 
sore throat, etc. [5]. In 2002–2003, a virus similar to corona 
called SARS [6] affected the world on an epidemic. In the 
case of SARS, the source was a bat and pangolins. MERS 
[7] is another similar type of coronavirus which spreads in 
the Middle East during the year(s) 2012–2013.

Corona is of a new type. It was first detected in the sea-
food market in Wuhan city of China on 31 December 2019. 
The present virus has been named as 2019-nCoV (novel 
coronavirus); the word novel means new. This virus is so 
unique that the researchers could not even think of a name. 
Coronavirus is zoonotic, meaning it is transmitted between 
animals and humans (animals suffer from respiratory, gastro-
intestinal, cardiovascular and neurological diseases). Subse-
quently, this virus spreads through human-to-human contact 
or exposure to a person suffering from this virus. The rate of 
fatality and an infected person from COVID-19 is shown in 
Fig. 2 from https​://www.who.int/.

It particularly needs time when the coronavirus increase 
has led to an epidemic where potential suspects are quaran-
tined at isolated places. This poses an immediate threat to 
doctors and health care professionals who are in the vicinity 
of infected patients.

Once patient treatment is started, real-time monitoring of 
his or her health can be performed from a distance using a 
WBAN without the need to replace health care professionals 
in the close vicinity of the patient.

WBANs are a recent technology that can transmit the 
real-time health status of the patient and observe and 
transmit health-related data to a server. The present study 
makes use of a WBAN integrated with machine learning 
and the IoT to improve the efficiency of the WBAN in the 
diagnosis of diseases and to monitor patient health data by 
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Fig. 1   Representation of contagious diseases in terms of death per-
centage

Fig. 2   Graphical representation the rate of fatality and an infected person from COVID-19 up to 7 May 2020
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enhancing the energy consumed by biosensors employed in 
the network.

1.2 � Wireless Body Area Networks with Machine 
Learning for Diagnosis of COVID‑19

WBAN using machine learning is one of the talented tools 
that has many varieties of applications for the e-health care 
sector [8]. The proposed model is to detect whether an indi-
vidual is suffering from COVID-19 or common cold based 
on the symptoms. The model is primarily based on the con-
tinuous observation of patients suffering from COVID-19.

The main functions of the proposed machine learning 
model are to collect data of essential body symptoms such 
as temperature, respiratory and oxygen levels from the cloud 
and classify the user (patient) on their basis in the following 
two categories: (i) COVID (User Infected with coronavirus), 
(ii) common cold (User having common cold). In the final 
step, continuous monitoring of COVID-19 infected per-
sons is undertaken by the proposed IoT-based CoV-BAN 
model. For this purpose, logistic regression, Naive Bayes, 
random forest, support vector machine and multi-layer per-
ceptron algorithm are used for calculating the user’s level 
of infection.

1.3 � Wireless Body Area Networks with the Internet 
of Things for Monitoring of COVID‑19 Patients

WBAN belongs to category of continuous health monitoring 
systems known as external monitoring health care systems 
(eHealth), which are used to perform local monitoring and 
controlling. These systems aim at treating the sick without 
their having required to visit the hospitals frequently. Obvi-
ously, it saves precious time and emergency situations can 
be avoided.

The main challenge in WBAN is energy consumption as 
biosensors suffer from charge leaking problem so they need 
to replace after a certain period if biosensors are implanted 
inside the body; otherwise, they need to be recharged. 
This paper demonstrates a CoV-WBAN framework of the 
energy-efficient IoT model for the real-time health monitor-
ing system for detection of an early stage of Coronavirus, 
which uses the three wearable biosensors such as tempera-
ture, pulse and pressure sensor to examine the health status 
of the patient. These biosensors generate biomedical sig-
nals including body temperature, data related to respira-
tory symptoms and oxygen levels. This model consists of 
Arduino, MySignals hardware programmed to receive the 
biosensor signals and transmit these to the cloud through 
low-power LoRa technology with minimal consumption 
of energy. A cloud server is used to collect, manage and 
transfer data, while back-end servers are responsible for 

demonstrating real-time data for the simulation and moni-
toring of the patients.

2 � Related Work

The present section highlights the contribution of various 
researches employing WBAN in medical diagnosis and 
health care applications using machine learning-based clas-
sification with IoT. Related work is divided into two sections 
which are related to coronavirus disease 2019 pandemic and 
integration of machine learning and IoT in WBAN.

2.1 � Coronavirus Disease 2019 Pandemic

Coronavirus disease 2019 (COVID-19), first identified 
in Wuhan, China, is caused by SARS-CoV-2. Due to the 
rapid spread of this virus across international borders, the 
WHO declared the COVID-19 outbreak a pandemic on 11 
March 2020. A total of 1,279,722 COVID-19 cases have 
been reported globally according to the WHO as of 7 April 
2020 as shown in Fig. 2. Huang et al. [9] presented a case 
study of the outbreak curves of COVID-19 cases from 23 
January 2020 to 11 February 2020 in mainland China. They 
found significant differences in the ratio of cure and mortal-
ity between high- and low-income regions. Sun et al. [10] 
presented case study of pandemic coronavirus outbreak and 
analyse infectious disease knowledge about COVID-19. 
Driggin et al. [11] presented the evaluation of the clinician-
reviewed and preprint research referring to COVID-19. Shi 
et al. [12] detailed study of imaging feature of CT scan and 
combine the clinical laboratory results may help diagnose 
COVID-19 pneumonia at early stage. Thevarajan et al. [13] 
contribute the novelty to identifying the scope and kinetics 
of immune responses during a non-serious COVID-19 case.

2.2 � Integration of Machine Learning and IoT 
in WBAN

In recent years, many wireless body area network-based 
systems have been developed for e-health monitoring. The 
present section highlights the contribution of various stud-
ies employing WBAN in medical diagnosis and health care.

Notably, several outbreaks in recent years have led to 
increased attention to machine learning, IoT, cloud com-
puting and WBAN. Zhou et al. [14] presented a case study 
on the diagnosis of COVID-19 using univariable and mul-
tivariable logistic regression. Additional examples include 
studying the Ebola virus outbreak using the J48 decision 
tree algorithm [15], the chikungunya outbreak using Fuzzy 
C-means clustering [16], the Zika virus outbreak using the 
fuzzy k-nearest neighbour algorithm [17], the MERS-CoV 
infection outbreak using a Bayesian belief network [18] and 
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a pneumonia outbreak using a deep-learning framework 
[19, 20]. Punj et al. [21] presented a small overview of IoT 
functionality and its affiliation with the sensing and wireless 
techniques to implement the health care products in WBAN. 
Various machine learning algorithms for real-time health 
diagnosis application in WBAN were presented by [22, 23]. 
In [24], the authors gave a brief overview of 3D model wear-
able network. In [25, 26], the authors presented a detailed 
study on recently developing technologies machine learning, 
IoT, cloud computing android-based e-health applications 
and analysed the trials in designing a good health care sys-
tem to make early-stage detection of disease and its diagno-
sis. Yang Z et al. [27] presented a wearable ECG monitoring 
system based on IoT to display the real-time ECG of the 
patient. Varatharajan et al. [28] proposed a DTW (dynamic 
time warping) algorithm for monitoring the gait signals for 
infected by Alzheimer’s disease. Ramano et al. [29] pro-
posed a prototype named as WEALTHY for health monitor-
ing. It has a textile-based wearable interface and appropriate 
for gathering the information of biomedical like respiration 
rate, ECG activity, temperature and oxygen saturation level. 
Boulis et al. [30] presented a wireless system based on Inter-
net of Things, which is used to deal with management prob-
lems and remote health diagnosis. The system consists of 

sensing, transferring, warehouse and applying on different 
functions for diagnosing the current health status and access 
the system anytime. Romero et al. [31] presented an effi-
cient IoT approach based on computational intelligence for 
diagnosing Parkinson’s disease by using wearable devices 
for health care. This system focused on the acquisition of 
data and processing of signals for monitoring and continu-
ous analysis through the wearable sensors. Shaaby et al. [32] 
detailed the study of machine learning models for health 
care. Guezguez et al. [33] proposed cloud-based WBAN 
model for health applications. Soliman et al. [34] presented 
a brief overview of the risk factor in Saudi Arab during a 
mass gathering in pilgrimage like Hajj and Umrah Pilgrim 
to control the MERS-COV. The techniques are summarized 
in Table 1 in terms of their advantages and disadvantages.

3 � Proposed Model

The architecture of the proposed CoV-BAN model is deline-
ated in Fig. 3. It consists of three parts:

	 i.	 Part I Smart health device
	 ii.	 Part II Diagnosis using machine learning

Table 1   Summary of various techniques in terms of their advantages and disadvantages

Authors Year Technique used Advantages Disadvantages Refs.

Sandhu et al 2015 IoT using geographic positioning 
system

Middle East Respiratory Syn-
drome-Coronavirus (MERS-
CoV) infection outbreak

Energy consumption parameters 
not considered

[18]

Kim et al 2015 Multi-hop WBAN scheme 
including multi-channel TDMA

Enhance transmission efficiency Lack of synchronisation mecha-
nism

[35]

Yang et al 2016 ECG monitoring system using 
long-range device

Wearable ECG monitoring 
system

Low packet transmission rate [27]

Vogt et al 2016 Bluetooth low energy sensor for 
MRI scans

Lower energy consumption for 
WBAN

Considers less complex network 
scenarios

[36]

Maity et al 2017 Human Body Communication 
(HBC), Commercial-Off The-
Shelf (COTS)

Minimizes the fitness function 
and root mean squared current 
error function

Only assumes a mesh topology [37]

Abhishek Majumdar et al 2018 Kyasanur forest disease classifi-
cation framework using neural 
network

Higher potential for finding the 
optimal solution

Not validated on residual energy 
functions

[22]

Hamid et al 2018 Radio frequency identification 
system

Dynamic approach for mobile 
network selection problem

Energy harvesting was not done 
properly

[38]

Kyungyong et al 2019 IoT and cloud for medicine 
management

Mobile health service in the form 
of a chat-bot to quickly deal 
with changes in human body

Higher computation time [39]

Jabeen et al 2019 SVM, Naïve Bayes, random for-
est, multi-layer perceptron

Cardiovascular disease predic-
tion

No work done upon routing link 
metrics

[40]

Raj et al 2020 Opportunistic energy-efficient 
routing algorithm

Improved performance compared 
to other existing protocols

Only assumes four biosensors in 
human body

[41]

Abdul et al 2020 Convolutional neural networks 
and auxiliary classifier genera-
tive adversarial network

Enhance the accuracy of 
COVID-19 detection with 
minimal data

Considers less generative adver-
sarial network scenarios and 
training

[42]
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	 iii.	 Part III Monitoring through IoT-WBAN

Part I The user registers with the system via a mobile appli-
cation using some personal details, including name, mobile 
number, date of birth, address, etc. After registering, the 
user can optionally enter the details of his or her symptoms, 
such as breathing or muscle issues, high fever, cough and 
stomach issues, or indicate that he or she is asymptomatic. 
The coronavirus symptoms and their respective responses 
are shown in Table IV. All the user’s personal and health-
related information is stored in the cloud database.

Part II The CoV-BAN model collects data from the cloud 
to determine whether a person is suffering from COVID-19 
or the common cold. If the model indicates that the user 
is infected with COVID-19, three biosensors from the IoT-
WBAN are fitted to the body of the user for continuous 
monitoring, as shown in Fig. 3.

Part III In this part, three biosensors, i.e. temperature 
sensor, pulse sensor and pressure sensor are connected to 
Arduino Uno and MySignals hardware kit and both devices 
are directly connected with long-range (LoRa) technology. 
The module SX1272 LoRa has to be linked to the Arduino, 
allowing transmissions with another module SX1272 LoRa. 
All health-related information sent to the patient’s private 
account at cloud through Wi-Fi (ESP 8266).

All health-related information can be visualized on a 
mobile phone or personal digital assistant with Android or 
iPhone apps. A cloud application programming interface 
provides access to the user’s private account, previously 
stored on a medical server. The proposed model monitors 
and regularly checks the user until he or she recovers. Algo-
rithm 1 shows the tasks performed by the proposed model 
for the diagnosis and monitoring of COVID-19 patients. 
Table 2 displays the list of abbreviations used in the descrip-
tion and development of the proposed model.

Fig. 3   Architecture of the proposed CoV-BAN model for the diagnosis and monitoring of COVID-19 patients
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3.	 Generating probability distribution of each symptom 
w.r.t. others.

4.	 Categorizing all symptoms to 6 categories(Breathing 
Issues, Muscular Issues, High Fever, Cough, Stomach 
Issues, Asymptomatic)

Table 2   List of abbreviations used in the paper

S no. Abbreviation Description

1 COVID-19 Coronavirus Disease-19
2 WBAN Wireless Body Area Networks
3 IoT Internet of Things
4 COV-BAN Coronavirus-Body Area Networks
5 RFID Radio Frequency Identification
6 UD User Database
7 LoRa Long-Range (low-power wide 

area network (LPWAN) technol-
ogy

Table 3   Personal information of users

S. no Attributes Description

1 Name User name
2 DOB User date of birth
3 Mob User mobile number
4 Age(In Years) Age of user
5 Gender Gender of the user
6 Address Patient home address
7 Email User email address

Table 4   Coronavirus symptoms and their respective responses

Symptoms Values

Breathing Issues Yes/No
High Fever Yes/No
Asymptomatic(Showing no symptoms) Yes/No
Muscular Issues Yes/No
Headache Yes/No
Stomach Issues Yes/No
Cough Yes/No

3.1 � Data Collection Component

This component is utilized to gather individual data and 
significant disease symptoms. Data of 493 COVID infected 
patients and 206 common cold patients are collected with 
their symptoms from cloud, and a random forest model is 
developed using that data. After that, every new user regis-
ters with the system by providing the personal details with 
symptoms and proposed machine learning model is pre-
dicted as COVID patient or common cold infected (Tables 3, 
4).

Algorithm to generate synthetic dataset:

1.	 Fetching dataset of COVID-19 patients
2.	 Filtering out which of them are provided with symptoms
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5.	 Putting Yes/No values according to original dataset
6.	 Mixing with dataset of people suffering from common 

cold and getting a hybrid dataset out of it.

3.2 � Data Classifying Component

This component classifies the user based on the symptoms 
entered into two categories:

i. COVID (User Infected with coronavirus).
ii. Common cold (User having a common cold).
Classification is done by the random forest algorithm 

using a tenfold CV (cross-validation). A tree-based algo-
rithm is utilized that provides visuals of the classification 
of given symptoms. As given in Fig. 4 generated by Weka 
3.8.4, each client is categorized as COVID (Coronavirus 
Infected) or common cold. The main attribute that identi-
fies the difference is breathing issues. If a person is having 
breathing problems, high fever and cough, then there are 
very high chances that the user is COVID infected.

3.3 � Monitoring Component for COVID‑19 Infected 
Peoples Using Proposed CoV‑BAN Model

Coronavirus infected people require monitoring for 
15–20 days under the proposed CoV-BAN model with the 
help of the health department. This paper demonstrates a 

framework of the energy-efficient IoT-based WBAN model 
for real-time health monitoring system, which uses the num-
ber of wearable biosensors to examine the health status of 
the patient. These biosensors generate biomedical signals, 
including body temperature, data related to respiratory 
symptoms and oxygen levels, as shown in Fig. 3.

Following are the main components used in the architec-
ture of CoV-BAN:

•	 DS18B20 is sealed digital temperature probes that pre-
cisely measures the temperatures of the subject body 
with a simple 1-Wire interface. Its usable temperature 
range is 55 °C to 125 °C (− 67°F to + 257°F). It required 
only one digital pin for communication. The Range of 
accuracy is from − 10 °C to + 85 °C. It can be used within 
3.0 V to 5.5 V power/data.

•	 SpO2 sensor measures at the periphery of the subject 
body, usually a finger. Pulse oximeter noninvasively 
detects the oxygen saturation of the blood. The sensor 
comprises of a red and an infrared light source, photode-
tectors, pulsating arterial bed. Oxygenated haemoglobin 
(O2Hb) and deoxygenated haemoglobin (HHb) absorbs 
red and infrared light differently. Saturation of haemo-
globin in arterial blood can be measured by calculating 
light absorption variations caused by arterial blood flow 
pulsations.

Fig. 4   A tree visualization of classification for COVID
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•	 The AMS5915 pressure sensor senses data related to 
respiratory symptoms. The pressure sensors are respira-
tor and breath detection equipment in the medical field. 
The operating voltage of the sensor is 3.3 V and pressure 
range from 0–5 mbar up to 0–1 bar.

•	 Arduino is an open-source framework used to develop 
projects in the field of IoT. Arduino comprises a pro-
grammable electronic circuit board and a piece of com-
puter-operated software used to write and submit com-
puter code to the circuit board.

•	 MySignals hardware chip consists of sensors port and 
measures the biometric parameters such as temperature 
rate, pulse rate and respiratory rate.

•	 Long range (LoRa) is a wireless modulation technol-
ogy, based on Semtech proprietary (chirp spread spec-
trum) with operates in the licence-free ISM bands with 
868 MHz and 915 MHz frequency. It is a low-power 
wide area network (LPWAN) technology that is designed 
for end-devices powered by batteries that can either be 
mobile or installed at a static location. LoRa technology 

4 � Materials and Methods

4.1 � Logistic Regression Algorithm

It is utilized to provide observations to a set of classes. It 
changes the yield using logistic sigmoid function to return 
a likelihood value [44]. A minimized cost function ( h(�)) is 
developed for accurate classification as Eq. (1) and simulta-
neously update all θ_j in Eq. (2).

To minimize the cost function, gradient descent is run on 
each parameter as per following Eq. (2).

(1)Cost
(
h�(x), y

)
=

{
−log

(
h�(x)

)
if y = 1

−log
(
1 − h�(x)

)
if y = 0

}
.

(2)Repeat

{
�j ∶= �j − �

m∑

i=1

(h�(x
(i)) − y(i))x

(i)

j

}

delivers powerful features like long range, low power 
consumption and safe data transmission for IoT-WBAN 
applications. In the proposed model, LoRa-based devices 
work on a module that communicates to a location called 
a LoRa gateway. A LoRa gateway is used as a relay node 
to provide the connection between the IoT-BAN model 
and the network server [43]. The architecture of LoRa 
technology for the proposed model is displayed in Fig. 5.

4.2 � Naive Bayes Algorithm

Naive Bayes is a probabilistic machine learning algorithm 
that is utilized in several classification problems. The 
name naive is given because it assumes the features that go 
in the model are independent of each other [45] as Eq. (3):

where P(c|x) is posterior probability, P(x|c) is likelihood, 
P(c) is class prior probability, and P(x) is predictor prior 
probability.

(3)P(c|x) = P(x|c)P(c)
P(x)

,
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4.3 � Random Forest

A random forest is a machine learning algorithm that fits a 
number of decision tree classifiers on various sub-samples 
of the dataset and uses averaging to improve the predictive 
accuracy and control over-fitting.

It is composed of a group of tree-structured classifiers 
that are independent and identically distributed random vec-
tors, where each tree casts a single vote for the most popular 
category [46]. The algorithmic model applies the extensive 
approach of bootstrap aggregating, also called bagging, to 
the tree learners. Provided training set P = p1,…, pn with 
responses Q = q1,…, qn bagging continuously (T  times) 
selects an arbitrary sample with substitution of the training 
set and fits trees to provided samples:

For t = 1,…, T:

•	 Sample, with replacement, n training instances P, Q; call 
these Pt, Qt.

•	 The regression tree � t will be trained on Pt, Qt.

After the training process, predictions for concealed sam-
ples p′ can be constructed by averaging the predictions from 
every discrete regression tree on p′. In Eq. (4), � is the aver-
age sum of predictions from all the individual regression 
tree on p′.

Bagging process guides to better model execution because 
this reduces the variance of the model. The predictions using 
a single tree are sensitive to noise present in the training set. 
On the other hand, the average of many tree is less sensitive 
to noise if trees are not correlated. Directly training many 
trees on a single training set will give strongly correlated 
trees. Furthermore, an estimate of the unreliability of the 
prediction can be built as to the standard deviation � of the 
predictions from the individual regression samples on p′ as 
shown in Eq. (5).

The count of trees, T, is an independent framework. 
Usually, a few hundred to several thousand samples 
are consumed and they depend on the nature and size of 
the training set. Optimal count of trees T will be found 
using cross-validation.

(4)� =
1

T

T∑

T=1

�t(P
�).

(5)� =

�∑T

t=1
(�t(p

� − �))2

T − 1
.

Fig. 5   The architecture of LoRa technology for the proposed model
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where 0 ≤ �i ≤ C,
∑

i �i, yi = 0 , i = 1,2,3…l.
After solving the above problems, we can get the sub-

sequent optimal classification function SVM using Eq. (9):

where b is the classification threshold, we can get its value 
from any one of the support vectors, or get its value by tak-
ing the average of two categories from any pair of support 
vector.

(8)W(�) =

l∑

i=1

�i −
1

2

l∑

i,j=1

�i�jyiK(zi, zj),

(9)f (z) = Sgn

[
n∑

i=1

�iyiK
(
zi, z

)
+ b

]
,

4.4 � Support Vector Machine Algorithm

Support vector machine (SVM) is an advanced methodol-
ogy for machine learning based on the statistical research 
hypothesis [47, 48]. Due to excellent advancement and great 
precision, SVM is used to design a sophisticated classifica-
tion model. It is based on a restricted count of samples in 
the information accommodated in the existing training data 
to get the effective classification results. For the nonlinear 
distinct case, we can use a nonlinear operator φ(z) to delin-
eate information into a high-dimensional feature space, to 
develop optimized hyper-plane in feature space. Discrimi-
nant function is elucidated as given Eq. (6):

(6)f (z) = Sgn

[
n∑

i=1

�iyi
⟨
�
(
zi
)
,�(z)

⟩
+ b

]
.

Generally, we tend not to realize φ(z) the precise expres-
sion, it is troublesome to perceive the distribution and the 
count of high-dimensional space dimensions after samples 
mapped to it. In high-dimensional space, the hyper-plane 
cannot be solved. Since only dot product < 𝜑

(
zi
)
,𝜑

(
zj
)
> is 

taken into consideration by SVM theory in high-dimensional 
feature space. The dot product can be specified directly by 
its correlated kernel function in Eq. (7):

With the inner product K
(
zi, zj

)
 in place of the dot prod-

uct in the optimal classification plane, we tend to remodel 
the initial feature space to a new feature space to obtain a 
new optimization function using Eq. (8):

(7)K
(
zi, zj

)
=< 𝜑

(
zi
)
,𝜑

(
zj
)
> .

4.5 � Multi‑layer Perceptron Algorithm

Multi-layer perceptron (MLP) makes robust classifiers that 
may layout higher-level execution in contrast with other 
classifiers but are usually condemned for the count of inde-
pendent variables [40, 49]. Often, variables are set with the 
assistance of either a validation set or cross-validation pro-
cedures. MLPs are global function approximators; therefore, 
they will be used to build mathematical models. Classifica-
tion is a specific example of regression in which the response 
variable is categorical so that MLPs make an effective clas-
sifier. Learning happens in the perceptron by altering con-
nection weights after every piece of information is executed, 
depends on the number of errors in the output as com-
pared to the anticipated result. Genuine perceptrons are an 
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exceptional example of synthetic neurons that works on the 
threshold activation function. They can employ random acti-
vation functions. A genuine perceptron executes binary clas-
sification, MLP neurons are free to either execute regression 
or classification and rely on the activation function .

The two common sigmoid activation functions are 
described in Eqs. (10) and (11)

where xi is the output of the ith neuron and pi is the weighted 
amount of the input relations.

(10)x
(
pi
)
= tanh

(
pi
)

(11)x
(
pi
)
= (1 + e−pi)−1,

F-measure It is troublesome to compare two or more classi-
fiers with low precision and high recall or vice-versa [45]. So 
to make them comparable, F-score is utilized. F-score meas-
ures Recall and Precision at the same time. It uses Harmonic 
Mean by punishing the extreme values more. F-measure is 
calculated as Eq. (16):

Matthews Correlation Coefficient (MCC) Some nice prop-
erties of MCC can be easily derived from this formula: when 
the classifier is idealized (FP = FN = 0) the value of MCC is 1, 
showing ideal positive correlation. On the other hand, if the 
classifier misclassifies (TP = TN = 0), we get a value of − 1, 
representing perfect negative correlation (in this case, just sim-
ply reverse the classifier’s outcome to get the ideal classifier). 
MCC takes into consideration all four values in the confusion 
matrix, and a high value (near to 1) implies that both classes 
are predicted well, even if one class is disproportionately 
under- (or over-) represented. MCC is calculated as Eq. (17):

(16)F-measure =
2 ∗ Recall ∗ Precision

Recall + Precision
.

(17)MCC =
TP ∗ TN − FP ∗ FN

√
(TP + FP)(TP + FN)(TN + FN)

.

4.6 � Performance Matrices for the Proposed Model

The accuracy of several classifications on the basis of the 
following terms:

True Positives (TP) Rate Correctly classified features.

False Positives (FP) Rate Wrongly classified features.

Precision Out of all, the positive classes are anticipated 
accurately, how many are actually positive [45]. Precision 
is calculated as Eq. (12):

Recall Out of all the positive classes, are anticipated accu-
rately. It should be maximized as possible [45]. The recall 
is calculated as Eq. (13):

Accuracy Out of all the classes, are anticipated accurately. 
It should be maximized as possible.

(12)Precision =
TP

TP + FP
.

(13)Recall =
TP

TP + FN
.

Sensitivity is the degree of the proportion of actual positive 
stances that got anticipated as positive.

Sensitivity is calculated as Eq. (14):

where TP = True Positives; FN = False Negatives.

Specificity is the measure of a proportion of actual negatives 
that got predicted as negative.

Specificity is calculated as Eq. (15):

where TN = True Negatives; FP = False Positives.

(14)Sensitivity =
TP

TP + FN
,

(15)Specificity =
TN

TN + FP
,
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Receiver Operating Characteristic (ROC) Curve ROC 
curve is a performance measurement for the classification 
problem at different threshold settings. ROC is a likelihood 
bend and AUC (Area Under the Curve) represents degree 
of separability. It defines how much model is capable of 
differentiating among classes.

Precision–Recall Curve (PRC) A precision–recall curve 
is a graph of the precision (y-axis) vs recall (x-axis) at dif-
ferent thresholds.

Error Rate (ERR) Error rate is calculated as the number 
of all incorrect predictions divided by the total number of 
the dataset. The best error rate is 0.0, whereas the worst is 
1.0. Error rate is calculated as the total number of two incor-
rect predictions (FN + FP) divided by the total number of a 
dataset (P + N). MCC is calculated as Eq. (18):

(18)ERR = 1 −
TP + TN

FP + FN + TN + FP
.

Brier Score It is another accuracy metric that aids to under-
stand the accuracy of probabilistic predictions. In other 
words it explains the correctness of predictions arrived. 
More the brier score, less the accuracy of model. Brier score 
is calculated as Eq. (19):

4.7 � Integration of IoT with Proposed CoV‑BAN

The whole architecture of the proposed model is based on 
RFID (Radio Frequency Identification) technology for trans-
mission by using low-powered SX1272 LoRa, which makes 
use of continuous intermittent behaviour of biomedical sig-
nal to save energy more aggressively. Arduino and MySig-
nals chip, after receiving the readings from the biosensor 
will correspond to a threshold value set as per norms of 
COVID-19 symptoms. The pseudocode for energy calcula-
tion of proposed CoV-BAN model is shown as Algorithm 7.

(19)Brier Score = (Predicted output − Expected output)2.
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5 � Experimentation and Performance 
Analysis

The proposed CoV-BAN model is actualized using the fol-
lowing three phases:

•	 Evaluation of data through random forest, logistic regres-
sion, Naive Bayes, SVM and MLP classifiers

•	 Calculation of the accuracy of the proposed model in the 
diagnosis of COVID-19 patients

•	 Performance analysis concerning the energy of the pro-
posed model

5.1 � Evaluation of Data Through Random Forest, 
Logistic Regression, Naive Bayes, SVM and MLP 
Classifiers

The greatest effort was spent obtaining COVID patient data. 
There was an acute shortage of datasets available for the 
algorithm. Hence, the data were fetched from the cloud 
using a mobile application, from COVID suspects to train 
the model and obtain the results. A total of 493 patients were 
infected with COVID; 390 records indicated fever; 6 records 

indicated no symptom; 108 records indicated breathing 
issues is 108; records indicated cough is 242; 108 records 
indicated muscular issues; 19 records indicated stomach 
issues; and 16 records indicated headache. Table 5 shows 
the probability distribution of symptoms.

Data of coronavirus is classified into distinctive catego-
ries utilizing different classifiers (random forest, logistic 
regression, Naive Bayes, SVM and MLP) in Weka 3.8.4 as 
shown in Fig. 4. To evaluate the efficiency of each classi-
fiers, a tenfold CV is applied. Table 6 shows the confusion 
matrix for random forest, logistic regression, Naive Bayes, 
SVM and MLP classifiers with four distinctive combina-
tions of anticipated and actual values. Weka 3.8.4 measures 
the data and provides different statistical results, as given in 
Tables 7 and 8. Table 7 indicates the thorough accuracy of 
every category that is defined by the random forest, logistic 
regression, Naive Bayes, SVM and MLP shows the percent-
age of each performance measure and the weighted average 
is the average of both class attributes at specific weights. It 
is extremely useful for measuring TP rate (correctly clas-
sified by classifier), FP rate (correctly classified by classi-
fier), Recall, Precision, Specificity, Accuracy and especially 
AUC–ROC Curve. Some advanced parameters like Kappa 
statistic (KS), Mean absolute error (MAE), Root mean 
squared error (RMSE), Root relative squared error (RRSE) 
are also measured. Table 8 shows a detailed summary of 
random forest, logistic regression, Naive Bayes, SVM and 
MLP algorithm along with tenfold CV.

The significance of the results is measured by precision 
and recall of the two parameters. The random forest clas-
sification algorithm produces a high precision rate of 0.916, 
as shown in Fig. 6 and high recall rate of 0.886, as shown in 
Fig. 7. Figure 8 shows that the random forest has a low error 

Table 5   Probability distribution 
of symptoms

Symptoms Probabilities

Fever 0.79
Breathing Issues 0.21
Asymptomatic 0.01
Cough 0.49
Stomach Issues 0.04
Muscular Issues 0.22
Headache 0.03

Table 6   Confusion matrix 
for random forest, logistic 
regression, Naive Bayes, SVM 
and MLP Actual

a = COVID, b = Common Cold, Total Tuples = 699, TP which means the patients who are actually COVID 
infected and are predicted COVID infected, FP which means the patients who are having common cold but 
predicted COVID infected, FN which means the patients who are COVID infected but predicted to have a 
common cold, TN which means the patients who have common cold and predicted common cold

Actual

Predicted a (COVID) b (Common Cold)
Confusion matrix Random Forest a (COVID) TP = 414 FP = 79

b (Common Cold) FN = 1 TN = 205
Confusion matrix logistic regression a (COVID) TP = 435 FP = 58

b (Common Cold) FN = 88 TN = 118
Confusion matrix Naive Bayes a (COVID) TP = 450 FP = 43

b (Common Cold) FN = 89 TN = 117
Confusion matrix SVM a (COVID) TP = 434 FP = 59

b (Common Cold) FN = 87 TN = 119
Confusion matrix MLP a (COVID) TP = 416 FP = 77

b (Common Cold) FN = 8 TN = 198
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Table 7   Detailed accuracy category wise for random forest, logistic regression, Naive Bayes, SVM and MLP classifiers

TP FP Precision Recall F-Measure MCC ROC Area PRC Area Class

Detailed accuracy category wise for Random Forest
0.840 0.005 0.998 0.840 0.912 0.775 0.948 0.978 COVID
0.995 0.160 0.722 0.995 0.837 0.775 0.948 0.862 Common Cold

Weighted Average 0.886 0.051 0.916 0.886 0.890 0.775 0.948 0.944
Detailed accuracy category wise for Logistic Regression

0.882 0.427 0.832 0.882 0.856 0.478 0.864 0.950 COVID
0.573 0.118 0.670 0.573 0.618 0.478 0.864 0.585 Common Cold

Weighted Average 0.791 0.336 0.784 0.791 0.786 0.478 0.864 0.843
Detailed accuracy category wise for Naive Bayes

0.913 0.432 0.835 0.913 0.872 0.522 0.846 0.932 COVID
0.573 0.087 0.731 0.568 0.639 0.522 0.846 0.687 Common Cold

Weighted Average 0.791 0.330 0.804 0.811 0.804 0.522 0.846 0.860
Detailed accuracy category wise for SVM

0.880 0.422 0.833 0.880 0.856 0.479 0.729 0.818 COVID
0.578 0.120 0.669 0.578 0.620 0.479 0.729 0.511 Common Cold

Weighted Average 0.791 0.333 0.785 0.791 0.786 0.479 0.729 0.727
Detailed accuracy category wise for MLP

0.844 0.039 0.981 0.884 0.907 0.751 0.953 0.982 COVID
0.961 0.156 0.720 0.961 0.823 0.751 0.953 0.854 Common Cold

Weighted Average 0.878 0.073 0.904 0.878 0.883 0.751 0.953 0.944

Table 8   Detailed summary for the random forest, logistic regression, Naive Bayes, SVM and MLP along with tenfold CV

Parameters Random forest Logistic regression Naive Bayes SVM MLP

Correctly Classified Tuples 619(88.555\%) 553(79.113\%) 567(81.1159\%) 553(79.113\%) 614(87.840\%)
Incorrectly Classified Tuples 80(11.445\%) 146(20.887\%) 132(18.8841\%) 206(20.887\%) 85(12.160\%)
KS 0.752 0.4753 0.5142 0.477 0.734
MAE 0.135 0.2668 0.2788 0.209 0.138
RMSE 0.261 0.3698 0.3781 0.457 0.268
RAE 32.392\% 64.1292\% 67.0.115\% 50.211\% 37.179\%
RRSE 57.220\% 81.1189\% 82.9292\% 100\% 58.830\%
Total Number of Instances 699 699 699 699 699

0.916 
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Fig. 6   Precision of each classification algorithm
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Fig. 7   Recall of each classification algorithm
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rate, which indicates that it has greater validity in medical 
diagnosis than the other algorithms.

5.2 � Calculation of the Accuracy of the Proposed 
Model in the Diagnosis of COVID‑19 Patients

The performance analysis of different classifiers was tested 
in the Weka tool, as shown in Table 10. The results indicate 
that the random forest algorithm produces higher accuracy 

than other classifiers, as shown in the area under curve 
(Fig. 9).

The accuracy of each classification algorithm on the data-
set in percentage is shown in Fig. 10. The performance of the 
proposed methodology is measured on the basis of various 
parameters such as sensitivity, specificity and accuracy. Fig-
ure 11 clearly shows that the random forest algorithm has the 
lowest brier score (129.96), and therefore the highest accu-
racy, among the algorithms. Logistic regression performs the 
worst on our dataset, while MLP has a similar performance 
to the random forest.

5.3 � Performance Analysis Concerning the Energy 
of the Proposed Model

Generally, the quarantine associated with COVID-19 lasts 
15 days after departure from the affected area. However, the 
quarantine period can be extended by the local department 
of health. Quarantine is used for people who are not sick, 
but are likely to be infected due to their proximity with the 
infected.

Altogether, all health-related information is gathered 
by MySignals is encrypted and sent to the private patient 
account at Cloud using LoRa gateway technology and Wi-Fi 
(ESP 8266). The real-time graphical representations of 

Fig. 8   Error rate of each classification algorithm

Table 9   Nitty Gritty accuracy of random forest and other classifica-
tion models

Classifier Sensitivity 
(\%)

Specificity 
(\%)

Accuracy 
(\%)

Random Forest 99.8 99.5 88.6
Logistic Regression 79.1 20.9 78.6
Naive Bayes 81.1 18.9 80.4
SVM 83.3 57.8 79.1
MLP 98.1 96.1 87.8

Fig. 9   Performance analysis of different classification methods on 
Weka tool

Fig. 10   Accuracy of each classification algorithm

Fig. 11   Brier Score of each classification algorithm
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assembled data from the temperature sensor, pulse rate and 
pressure sensor for the proposed model are shown in Fig. 12. 
Figures 13 and 14 represent the graph of assembled data 
from temperature and SpO2 sensor, respectively.

The transmission of the nodes through the LoRa energy 
harvesting module has been evaluated with lower power con-
sumption than wireless communication, HBC Transmission, 
as shown in Fig. 15. Since the module has built-in Power 
Down and Standby modes with the high data rate, it enables 
RF technology ultra-low-power communication.

The analysis of energy consumption of the proposed CoV-
BAN is shown in ThingSpeak Cloud. ThingSpeak received 
power consumption of this model with each timeframe in 
Watt (W), as shown in Fig. 16. The total average power con-
sumption of the model is 0.076775 W or 76.775 mW. Hence, 
the proposed CoV-BAN model is highly energy efficient for 
monitoring of COVID-19 patients. An additional advantage 
of wearable devices is their mobility: the user can freely 
move around without worrying about any damage to the 
sensors or his health as the Cloud can alert him promptly 
about any detectable change. Evaluation of proposed method 
against state-of-the-art methods is given in Table 9.

Fig. 12   Graphical representations of gathered data from the biosen-
sors widget on IoT Cloud

Fig. 13   Temperature data from the DS18B20 sensor

Fig. 14   Pulse rate data from the SpO2 sensor

Fig. 15   Power consumption: RF energy harvesting v/s HBC transmis-
sion v/s wireless transmission

Fig. 16   Power consumption widget on IoT Cloud
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6 � Application of Proposed Method—A Case 
Study

A case study examines the ability of the proposed CoV-BAN 
model to monitor the patients remotely. The overall func-
tioning is described above, and this case study gives the 
actual implementation of our model. It evaluates the model’s 
significance in real time. This case study has the following 
objectives:

Prove the ability of the model in dealing with real 
patients.
Verify the capability of a model to predict the correct 
infected status of patients
Validating that symptoms are enough to predict COVID 
patients with more than 80\% accuracy.
Proving that WBAN is very effective in monitoring for 
COVID patients.

6.1 � Description

As listed in Table 11, we will use the proposed model to 
monitor 4 patients. Systematically considering four patients 
to test the proposed system and the monitoring period is 
of 14 days taking readings with WBAN every 8 h. All the 
patients are in isolation completely. The conditions of the 
patients are not varying much, but the symptoms of the 
patients are varying with time. This model is contextual-
aware as it works in a real-time situation of patients and 
predicts their health status.

6.2 � Data Generation

As described in the data collection component, each patient 
enters his/her symptoms. If it is predicted as COVID then 
the patient is shifted for monitoring using WBAN and if the 
patient suffers from the common cold then symptoms are 
collected every 8 h and the patients are kept under quaran-
tine for 14 days, and if every time the symptom is common 
cold, then the patient is relieved. Symptoms are collected as 
given in Table 12 and shown that patient 2 was predicted as 
COVID on 5 April 2020.

6.3 � Data Exploration

In this paper, the proposed model used training dataset of 
699 patients filling symptoms. Now, the data generated by 

Table 10   Evaluation of proposed method against state-of-the-art methods

Author/ Year/ Reference Classifications No of parameters 
consider for com-
parison

Applied network technol-
ogy

Application Energy 
Effi-
cient

Sanjay et al. [15] J48 decision tree Eighth Radio Frequency Identifi-
cation Device (RFID)

Ebola virus outbreak No

Sanjay et al. [17] Fuzzy k-nearest neighbour Three IoT using fog computing 
and amazon EC2 cloud

Zika virus outbreak No

Verma et al. [50] Decision tree, Bayesian 
Belief Network(BBN) 
and k-fold Cross-Vali-
dation

Four Bluetooth and ZigBee Smart student interactive 
health care system

No

Sood et al. [16] Fuzzy C-means (FCM), 
J48 Decision tree

Six Fog computing and social 
network analysis

Chikungunya virus No

Mohammed et al. [45] Naïve Bayes classification Eight Global positioning system 
and cloud computing

Blood pressure monitor-
ing and detection

No

Varatharajan et al. [28] Dynamic time warping, 
inertial navigation algo-
rithm, K-NN and SVM

Two Wi-Fi and cloud comput-
ing

Monitoring of patients 
infected by Alzheimer’s 
disease

No

Fouzia Jabeen et al. [40] SVM, Naïve Bayes, ran-
dom forest, multi-layer 
perceptron

Five Bluetooth low energy, 
ZigBee and fog comput-
ing

Cardiovascular disease 
prediction

No

Proposed Model (CoV-
BAN)

Random forest, logistic 
regression, Naive Bayes, 
SVM and MLP

Twelve LoRA, and low-power 
wide area network 
(LPWAN) technology

Diagnosis and monitoring 
of COVID-19

Yes

Table 11   Patients details

Patient 1 Patient 2 Patient 3 Patient 4

Gender Female Male Male Male
Age 56 42 50 40
Monitoring Start Date 1st April 1st April 1st April 1st April
Health Status Normal Normal Normal Normal
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this case study consist of 85 records having 4 patients’ symp-
toms. The proposed model predicts 3 patients as infected 
with COVID and 1 with a common cold. As shown in 
Table 13, patients 1, 2, 4 are COVID infected, and patient 3 
is the common cold, and hence the biosensors resources are 
utilized only for those who need it.

The proposed CoV-BAN model has progressed success-
fully in classifying patients into various classes with the sup-
port of background information, which helps the model to 
predict the actual health situation and related activities to 
produce more reliable results.

6.4 � Cost Analysis

Cost is an essential aspect that needs to be considered 
into account in determining the economic viability of our 
proposed model in developing countries. In our proposed 
model, all simulations were performed on the same com-
puter with stated specifications as described in Table 14.

7 � Novelty and Contribution of the Proposed 
Model

The proposed model is novel and significant in the follow-
ing ways:

•	 The prime objective of this paper is to design an intel-
ligent and energy-efficient WBAN model for the early 
detection and prevention of coronavirus in the very first 
stages.

•	 Even though many authors have proposed various wire-
less health monitoring systems using machine learning 
and IoT for related to virus diseases in WBAN, but they 
have not reported about the rate of energy consumption 
in WBAN for monitoring of the COVID-19 patients. 
In this regard, the proposed model is an intelligent and 
energy-efficient CoV-BAN system made of a hybrid ver-
sion of machine learning and IoT.

•	 A random forest classification approach is proposed and 
compared with four other state-of-the-art classifiers.

•	 A LoRa low-power relay node is responsible for monitor-
ing various parameters, such as temperature, respiratory 
rate and oxygen level. The LoRa relay node is reported to 
work with 88.6\% accuracy in the classification of patients 
into suspected COVID-19 or common cold infection.

•	 The model offers a touch-free doctor–patient interac-
tion, thereby remarkably limiting the number of infec-
tions, particularly while dealing with pandemics such as 
COVID-19.

Table 12   A sample of 
monitoring dataset (symptoms 
of patient 2)

Timestamp Breathing 
Issues

High Fever Muscular 
Issues

Headache Stomach 
Issues

Cough Category

4-4-2020
6 AM

No Yes No No No No Common Cold

4-4-2020
2 PM

No No No No No Yes Common Cold

4-4-2020
10 PM

No No Yes Yes No Yes Common Cold

5-4-2020
6 AM

No Yes Yes Yes No Yes COVID Infected

5-4-2020
2 PM

No No Yes Yes No Yes COVID Infected

Table 13   Detailed analysis of 
each patient

Patient 1 Patient 2 Patient 3 Patient 4

Monitoring start date 1-4-2020 1-4-2020 1-4-2020 1-4-2020
COVID infected date and time 1-4-2020, 2 PM 5-4-2020, 6 AM NEVER 10-4-2020, 2 PM
WBAN monitoring start date 1-4-2020 5-4-2020 NEVER 10-4-2020
Total duration under observation 14 Days 14 Days 14 Days 14 Days
Category given COVID Infected COVID Infected Common Cold COVID Infected
Records in the dataset 1 13 42 29

Table 14   Hardware and software specifications

Name Detailed Specifications Category

CPU Intel® Core™ I5 Hardware
RAM 4 GB Hardware
Hard Drive 1 TB Hardware
Graphics Card NVIDIA 930MX Hardware
Operating System Ubuntu 18.04 Software
Software Weka 3.8.4, Jupyter Notebook Software
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8 � Conclusions and Future Work

Coronavirus is a contagious disease that has a high mortal-
ity rate, as it can be directly transmitted from one person 
to another. Currently, the early detection and prevention of 
COVID-19 are of great concern worldwide. In this paper, an 
intelligent and energy-efficient WBAN model is proposed 
for the diagnosis and monitoring of COVID-19 patients. 
A machine learning model is also proposed for classifying 
patients with either COVID-19 or the common cold. The user 
submits his or her symptoms to the cloud, and then a random 
forest model classifies the symptoms and determines whether 
the user is suffering from COVID-19 or the common cold. 
If the user is classified as having a COVID-19 infection, the 
WBAN is fitted to the user’s body for continuous monitor-
ing. Because the transmission of signals from the various 
biosensors to the cloud consumes a large amount of power, 
energy efficiency is a significant challenge. Therefore, the pro-
posed model uses a LoRa module as a relay node to expertly 
increase the power efficiency as well as the network life of the 
WBAN. The LoRa technology acts as an effective medium for 
data packet transmission, resulting in a more reliable system. 
The proposed model has an 88.6\% accuracy in classification 
and reduces power consumption using LoRa technology for 
the accurate transmission of readings from the biosensors.

In the future, various other classification methods can be 
used to improve accuracy and develop a sustainable energy-
efficient model for WBAN.
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